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eight difterent activities, which are Still, Walk, Run, Bike, Car, performance except for the sensor data for the S . 4 . Forest, Gradient Boosting, Gaussian Naive Bayesian
. . | , , . o Therefore, we used those algorithms 1n , ,
Bus, Train, and Subway. First, we performed feature orientation as it is shown in Figure 2. Therefore, | | | methods gave the best accuracies. Therefore, we decided to
. . . . _y . , , , , the voting classifier system. Finally, our , , , .
engineering using a wide set of statistical domain features that we decided not to include the orientation sensor T use a Voting classifier to combine them. Training our first
. . , L model can classify still, bike, walk, and , . ,
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. hine 1 . del h car activities better than the other , , o
appropriate machine learning model was chosen. . . | acceleration and the rate of turn. After getting the statistical
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B aCkg roun d . R 1s shown 1n Figure 3.
50 010 46.94%  48.21% : 48.16% Input
The source of the dataset for this SHL recognition challenge _ _ _ _  Classifert) T~
| | | : achin Lseing Mot | yiton | Yttt Vadson ] Yt Fo | o, o] 4 Voting
is the Sussex-Huawei Locomotion Dataset [1,2]. The S —— ey == > System
. andom Fores radien % % % % M, ifi
measurements for this dataset have been taken from three ° oot + Goussionngy | e A I [Cassiters] —
. . . . - : : e Voting System
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