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Transport Mode Recognition

Generative Adversarial Networks (GANSs)
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« Architecture inspired by SenseGAN [1] @ @ -
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« Discriminator D tells real data-label pairs ([X;,Y]) from @

fake ones ([X,,Y];[X,Y])
» Classifier C predicts label Y for

o Labelled training and validation data (X;) and is
trained on actual label Y

o Unlabelled test data (X,) and is trained based on
discriminator feedback

« Adversarial training and utilization of unlabelled data
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aim to improve classification performance Figure 2: The GAN architecture used to improve classifier
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Results
« SMOTE oversampling applied to validation data 1.0
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« 50 epochs of complete GAN training with validation
data as labelled data and test data as unlabeled data
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 959% is our expected accuracy for the test data
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