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Location Identification

• Computed average power spectrum of the acceleration 
magnitude across all windows in each subset

• 5 out of 6 users identified ‘Hips’ as most similar graph

• Architecture inspired by SenseGAN [1]

• Generator G creates synthetic data samples

• Discriminator D tells real data-label pairs ( [𝑋𝐿 , 𝑌] ) from 

fake ones ( [𝑋𝑈 , ෨𝑌] ; [ ෨𝑋 , 𝑌] ) 

• Classifier C predicts label ෨𝑌 for

o Labelled training and validation data (𝑋𝐿) and is 
trained on actual label 𝑌

o Unlabelled test data (𝑋𝑈) and is trained based on 

discriminator feedback

• Adversarial training and utilization of unlabelled data 
aim to improve classification performance

Generative Adversarial Networks (GANs)

Frequency Domain Similarity
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Figure 1: Comparing the acceleration spectrum of the 𝑇𝑒𝑠𝑡

data to known locations.

• Calculated mean feature vector across all windows of a 
location-specific subset

• Normalised each feature between 0 and 1

• Calculated the Euclidean distance between the test 
vector and a subset vector 

Feature Space Similarity

Location Bag Hand Hips Torso

Distance (Train) 6.02 6.39 4.85 5.02

Distance (Val) 6.39 5.27 5.15 6.31

Outcome

• ‘Hips’ was identified as target location

• Other training and validation data was dropped

Figure 2: The GAN architecture used to improve classifier 
performance

• SMOTE oversampling applied to validation data

• Classification Accuracy AC is evaluated on validation 
data

• 25 epochs of initial training on training data (Classifier 
only)

o AC = 50.1%

• 50 epochs of complete GAN training with validation 
data as labelled data and test data as unlabeled data

o AC = 95%

• 95% is our expected accuracy for the test data


