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ABSTRACT
The Sussex-Huawei Locomotion-Transportation (SHL) Challenge
2020 was an open competition of recognizing eight different ac-
tivities that had been performed by three individual users and
participants of this competition were tasked to classify these eight
different activities with modes of locomotion and transportation.
This year’s data was recorded with a smartphone which was lo-
cated in four different body positions. The primary challenge was
to make a user-invariant as well as position-invariant classification
model. The train set consisted of data from only user-1 with all
positions whereas the test set consisted of data from user 2 and 3
with unspeicified sensor position. Moreover, a small validation with
the same charecteristics of the test set was given to validate the
classifier. In this paper, we have described our (Team Red Circle)
approach in which we have used previous year’s challenge data as
well as this year’s provided data to make our training dataset and
validation set that have helped us to make our model generative. In
our approach, we have extracted various types of features to make
our model user independent and position invariant, we have ap-
plied Random Forest classifier which is a classical machine learning
algorithm and achieved 92.69% accuracy on our customized train
set and 77.04% accuracy on our customized validation set.

CCS CONCEPTS
• Computing method → Feature extraction; • Learning sys-
tem → Supervised; • Algorithm→ Random Forest.

KEYWORDS
Feature extraction, feature selection, classical approach, user invari-
ant, position independent, classifier, SHL recognition challenge
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1 INTRODUCTION
The modern technological revolution in smartphones allow us to
collect robust sensor data with greater accuracy, which can be uti-
lized in a comprehensive analysis about the user’s context and
locomotion. State-of-the-art researches on human activity recogni-
tion mostly focus on walking, running, cycling, upstairs, downstairs
and other daily activities [1, 2]. However, these robust smartphone
data should not be constrained within the analysis of casual daily
activities. To provide better personalized service, user’s locomotion
data in transportation is very important. The user’s data in trans-
portation mode is a significant contextual source of information
which opens up opportunities for adaptive services like traffic route
monitoring, parking spot detection, route or parking suggestion,
proactive recommendation about transportation timetable, make
faster content delivery. Besides, research on transportation modes
render a great service in road condition analysis, providing proba-
bilistic mobility and creation of locomotion mode, designing novel
techniques related to localization and so on [9].

The typical approach to analyze activity based on wearable de-
vices like smartphone or wrist watch is by applying supervised
learning to inertial sensor data [3, 6]. However, an important, but
most often neglected fact is that activity classification models are
generally location-dependent [21], in other words, prediction model
that was trained in a particular body location (e.g., the wrist) to
predict the user’s activity may perform quite poorly when they
are evaluated in another body position (e.g., a pocket on the hip)
[5]. The issue can be more crucial with smartphones, since they
can be carried by the user in many different body locations. This
scenario can be compensated by location-specific models [10, 17],
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but to train such location specific model, it is necessary to make
the most of cross-location data [14].

The Sussex-Huawei Locomotion-Transportation (SHL) Recog-
nition Challenge 2020 [12, 20] dealt with almost the same types of
problems. This challenge provided us with the dataset to recognize
eight modes of locomotion and transportation activities using the
inertial sensor data (i.e., accelerometer) of a smartphone. The ul-
timate goal of this challenge was to recognize the user’s activity
from the data collected from a smartphone placed on an unknown
position of a different user as the provided train set is consisted of
user-1 data with all four positions (hand, torso, hips, bag), but test
set is consisted of data from an unknown body location of user-2
and user-3.

Input 
Data Point

Feature 
Extraction

Feature 
Selection

ClassifierOutput

Figure 1: General Description of Our Method

In this challenge, participants are allowed to use previous years’
challenge data [18]. Therefore, we have tried to find correlation be-
tween dataset to figure out the user and position’s of different sets
(i.e., validation 2019, test 2019). In our approach, we have applied a
very basic method (showed in Figure 1) for classification which con-
sists of feature extraction, feature selection and classifier to predict
output. We have used the combination of Validation 2020, Valida-
tion 2019, Test 2019 as train set, and Train 2020 as our validation set.
Moreover, we have applied smart feature extraction algorithm with
different feature selection algorithms along with different feature
selection techniques to find out the optimum features for user and
position invariant.

In rest of the sections of the paper, we have described our ap-
proach as follows: in the section 2 we have described this year’s
challenge dataset with their position, user and instances informa-
tion based on different classes. In section 3 we have discussed about
our method and motivation behind it briefly. Data visualization,
analysis, feature extraction along with feature selection steps of
experimentation have been discussed in section 4. Evaluation of
our result on individual positions have been described in section
5. Section 6 have addressed strong side of our approach as well as
some limitations. Finally, we have drawn the conclusion in section
7.

2 DATASET DESCRIPTION
The main purpose of the SHL challenge was to make a prediction
model to recognize eight modes of locomotion and transportation
– i) Walk, ii) Run, iii) Bike, iv) Still, v) Car, vi) Bus, vii) Train, viii)
Subway – using data from the inertial sensor of a smartphone. The
dataset provided by the challenge organizer originally recorded

with four smartphone that had been worn at four different body
location (hand, hips, torso, bag).

Figure 2: Distribution of dataset according to sample num-
ber, sensor location and subject

Challenge organizer provided data in three different sets this year.
The SHL-Train Set 2020 contained data from all four positions of
user-1 only. SHL Validation Set 2020 provided a small set compared
to train set which have data from all positions of user-2 and 3. SHL
Test Set 2020 contained data of user-2 and 3 from an unknown
position. On another note, organizer’s gave us permission to use
previous year’s challenge data for our training and validation. SHL
Validation 2019 contained data from all four positions of user-1 and
SHL Test 2019 provided data of only the hand position of user-1. In
Figure 2, we have reviewed the dataset distribution with respect
to all positions and subjects. Here, one thing is notable that we are
using prefix ’SHL’ before mentioning dataset as we have not used
exactly same train set for training and validation set to validate. We
have made individual customized set for training, validation and
testing that we have described in later sections.

Number of
instances

Labels

Figure 3: Class-wise Data Distribution

In summary, the challenge dataset comprised of 59 days of train-
ing data, 6 days of validation data and 40 days of test data. Train,
test and validation - all three sets of data were generated with a
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Figure 4: Block diagram of our proposed model

non-overlap sliding window of 5 seconds. SHL Train 2020 consists
of 196072 frames, SHL Validation 2020 contains 28789 frames, SHL
Test 2020 contains 57573 frames where each frame containing 500
samples (5 seconds at the sampling rate 100 Hz) for all sets. Each
of the dataset has eight labelled activities. In Figure 3, we have
demonstrated the distribution of dataset in accordance with the
class-wise instances.

3 PROPOSED METHOD
Aswe havementioned before, this challenge focused on recognising
modes of transportation in a user-independent manner with an
unknown phone position. In our approach, firstly, we have tried
to figure out the position of SHL Test 2020 by creating a position
classifier. In this case, we have used only selected features, which
varies with different positions. Our position classifier predicted
most of the samples as hand data. Therefore, we have given more
emphasize on hand data when we build our customized train and
validation set.

Figure 4 demonstrates our whole method in a block diagram. In
our method, we have extracted both time domain and frequency
domain features. At first, we have aggregated all features to make
our initial feature set with 789 features. After that we have applied
feature selection method to get importance score for each feature
to determine which feature is important. We have taken only those
features which are equal or above a certain threshold in terms of
feature score which give us 349 features. We have put those 349
features in a random forest classifier to make output prediction.

4 EXPERIMENT
We have done our experiment as following sequence:

• Position recognition
• Data preparation
• Feature extraction
• Feature selection
• Classification

Position recognition:One of themain challenges of SHLDataset
Challenge 2020 is that the location or position of the sensors of
the provided test set is unknown. Hence, our initial notion was to
build a position recognition model to predict the position of the

test set sensors. Usually the orientation of the phone is different
in different positions. The acceleration pattern is also position de-
pendent. Features for position classification need to capture the
orientation information. So, the rotation matrix was not applied
before extracting features. Only 19 features were used for position
classification. These features include-

• Min, max, correlation coef., and average of gravity X and Z
axis

• Min, max, average of accelerometer X, Y and Z axis
• Min, average, correlation coef. of pitch angle
• Linear velocity along X and Y axis

Figure 5: Prediction result of position recognition on test
data 2020

We then put these generated features to the random forest clas-
sifier to predict position of SHL Test data 2020. Figure 5 is showing
our predicted distribution where we can see most of the instances
have been classified as hand data.

Data preparation: From Figure 2, we can see that Validation
2020 contained data of user-2 and 3. By applying our position
classifier, we have found that our test data is recorded on hand
position. Therefore, we have made our train set by combining VAL-
IDATION2020, VALIDATION2019 and TEST2019. In this case, we
have included VALIDATION2019 as it includes user-1 data, there-
fore, our generated model would learn features from user-1 data
as well. And we have taken TRAIN2020 as our validation set for
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Table 1: Data Preparation

Train Set Validation Set

VALIDATION2020
VALIDATION2019 TRAIN2020

TEST2019

our prediction model. TRAIN2020 contains data of all positions
of use-1, so validating our model on user-1 will make our model
more generative. Table 1 represents our data customized train and
validation set.

Feature extraction: Firstly, we have taken the accelerometer
and magnetometer sensors data from all provided body location
(hand, bag, torso, hips) and de-rotated the data to earth axis using
the rotation matrix calculated from orientation sensor values [4]. It
ensures our data to be position invariant. Afterwards, we have gen-
erated 12 more data channels as accelerometer magnitude, linear
accelerometer magnitude, gravity magnitude, gyroscope magni-
tude, magnetometer magnitude, vertical acceleration, horizontal
acceleration, total acceleration jerk, body acceleration jerk, vertical
acceleration jerk, horizontal acceleration jerk and pressure deriva-
tive. Then, we have used the provided tri-axial (x, y, z) data of sensor
channels of SHL Dataset 2020, accelerometer, linear accelerometer,
gravity, gyroscope, magnetometer and pressure data along with
the data of the 12 generated data channels to extract time domain
and frequency domain features which lead to a total of 789 features.
Table 2 provides a complete list of features that we have used in
our experiment.

Feature selection: All extracted features might not be useful
for classification, some may have a negative effect on classifica-
tion performance. In other words, feeding those features to the
classifier can decrease the accuracy. Furthermore, there exist some
redundant features that have no impact on performance. A feature
selection framework is necessary to eliminate these negative and
redundant features effectively. We have used six different feature
scoring technique to calculate the importance of features.

• Mutual Information [8]: This metric provide the informa-
tion that if two features are independent or not. A higher
value denotes higher dependency to other one.

• Chi-square(𝜒2) Test [15]: It measures the 𝜒2 statistics be-
tween two non-negative features which helps to eliminate
irrelevant features.

• Tree-based Selection [13]: This approach uses Decision
Tree-based classifiers to calculate scores. The higher value
indicates the higher importance.

• Pearson Correlation Coefficient [7]: This approach elim-
inates the highly correlated features or redundant features
by calculating correlation coefficient and p-value.

• Spearman Correlation Coefficient [16]: It measures the
monotonicity between two features and spearman corre-
lation does not consider the feature vector to be normally
distributed.

• ANOVA F-value [11]: An ANOVA test is performed on the
dataset to calculate the f-value and p-value for the features
and importance values are calculated based on that.

Table 2: Feature List

Channels Time Domain
Features

Frequency Domain
Feature

Acceleration
(x, y, z, mag),

Linear Acceleration
(x, y, z, mag),

Gravity (x, y, z, mag),
Magnetometer
(x, y, z, mag),

Gyroscope (x, y, z, mag),
Vertical Acceleration,

Horizontal Acceleration,
Jerk (Total, Body,

Horizontal and Vertical),
Pressure,

Derivative of pressure

Min,
Max,

Peak to Peak Range,
Average,

Standard Deviation,
Variance,

Max Rate of Change,
Average Rate of Change,
Mean Absolute Deviation,

Interquartile Range,
Correlation Coefficient,
Mean Crossing Rate,

Mutual Correlation (X-y),
Covariance (X-y),

Signal Magnitude Area,
Root Mean Square,

Energy,
Linear Velocity

Max Spectral Power,
Center Frequency,

Dominant Frequency,
Entropy,

Spectral Energy,
Skewness,
Kurtosis,

Number of Peaks,
First 10 FFT Coefficients

Table 3: Results for Different Positions

Position Training
Accuracy

Validation
Accuracy

Bag 77.81%
Hand 77.57%
Hips 92.69% 74.91%
Torso 77.85%
All 77.04%

After calculating the feature score, we have taken the average
of six scores for individual feature and sort them according to the
value. We set a certain threshold and find that 349 features are
equal or above that threshold score. Finally, we have taken that 349
features as final feature vector.

Classification:We have applied Random Forest (RF) classifier
on selected 349 feature vector.

5 RESULTS
From the Figure 5 it can be seen that the model predicted the device
position of the test data to be of hand position. So, initially we
have decided to train a classifier using data from sensors of hand
position only. The main reason behind this approach was that a
model trained only on data from hand position would be most
likely to achieve best results on the provided test set which was
also predicted to be from hand position. In this case, we have got
76.89% accuracy on our validation set.

However, there remains a certain degree of uncertainty about this
position recognition approach and so, we decided to have a more
generalized approach of building a position independent model that
would be able to take data from any sensor position and provide
comparable results on the provided test set.

Table 3 shows overall results of our method on different positions
in terms of training and validation accuracy. Furthermore, Figure
6-9 shows the confusion matrices of our result on four individual
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Figure 6: Confusion Matrix for Bag

Figure 7: Confusion Matrix for Hand

Figure 8: Confusion Matrix for Hips

positions. And finally, Figure 10 represents our result on all posi-
tions of our validation set. We have reported this result in our final
submission.

6 DISCUSSION
This year’s challenge demanded the approach to be independent
of the sensor position or location and subject or user invariant. So,
the core idea behind our approach was to train and validate the

Figure 9: Confusion Matrix for Torso

Figure 10: Confusion Matrix for All Position

model in such a way so that it can generate satisfactory results on
data across all the sensor positions and simultaneously for different
users or subjects of the dataset. Consequently, this approach led us
to train our model on data from all sensor positions and from all
available subjects. In other words, our model is able to learn the
8 classes of the dataset from features extracted from the data of
sensors irrespective of the sensor position and the subject to whom
the sensor is attached to. This is why we believe our model is able to
provide good results on the provided test set as it’s sensors’ position
is unknown and also the data can be of either subject 2 or subject
3. On another note, in section 4, we have mentioned the position
recognition approach. Through this approach, we have trained the
model by having a train set of data only from hand position and get
the validation accuracy of 76.89%. It should be mentioned here that
our proposed approach of a position independent model trained on
data from all sensor positions achieved better validation accuracy
on our customized validation data of only hand position, 77.57%.
So, our proposed approach provides a better result compared to the
approach of using only data of hand position to train the model.

One fundamental limitation of our approach is that the model
becomes very large as it is trained on data from all sensor positions
and from all subjects. The training time also becomes sufficiently
long with such a large amount of data. In order to solve this problem,
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we chose to build our own train set using validation data and test
data of 2019 instead of using the train data of 2019. The sample
size of validation data and test data of 2019 combinedly is around
2.88 times smaller than the sample size of train data of 2020. In
this way, the model size and training time are brought down to a
considerable range. We also performed feature selection to remove
redundant features and features which are highly uncorrelated for
the different sensor positions and subjects. Thereby, the model size
and training time was further reduced.

7 CONCLUSION
This year’s challenge was quiet interesting to work as it aims to
solve user dependency as well as position dependency problem. We
have tried to generalize our method as much we could and devel-
oped a simple learning method which provides better accuracy. We
have applied a position recognition classifier on test set to figure
out the device position, so that we can cross check model predic-
tion with specific position of test data that how much our model
generalized. Our feature selection technique makes our method
robust for sensor based activity analysis, as we have applied six
different approaches of feature selection, which makes our feature
vector more problem specific and accurate. If all our intuitions are
true, then our model will perform much better than our valida-
tion performance and will achieve better accuracy on test set. The
recognition result for the testing dataset will be presented in the
summary paper of the challenge [19].
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A APPENDIX
Programming Language and Libraries
Programming language: Python
Libraries: Numpy, Pandas, Matplotlib, Scikit-learn, Sci-py

Machine Specification
• RAM: 13 GB
• CPU: Intel Xeon (2) @ 2.3GHz
• GPU: N/A

Training and testing time
Training: 58.8 minutes
Testing: 40.9 seconds
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